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Introduction
What’s the goal?

Question-answering pairs are needed for a lot of
guestion-answering and chatbot systems.
Because those systems are based on search
engine.

f many and high-quality question-answering
nairs are indexed on the search engine, the
guestion-answering system is expected to make
a response to users. M o~ A

Approach

Preparing Question-Answering Pairs

Step 1. Choose a category in the following 10 categories.
Step 2. Choose 10 topics in the category.

Step 3. Make 6 types of questions in each topic.

Step 4. Describe 1 or more answers for each question.

Category Number of | Number of | Number of
Themes Questions | Answers
=F i1 (Academia) 10 100 100
Ffi(Technology) 10 124 156
B #A(Nature) 11 127 146
#t £ (Society) 11 108 132
H#h ¥8(Geography) 10 102 100 Total
A F8(Human) 10 73 74
XAt (Culture) 10 136 138 Questions: 1,018
FE 58 (History) 10 54 61 .
< =27 JL(Manual) | 10 74 74 Answers: 1,101
3 57\ A (Syllabus) 15 120 120

Evaluation

BLEU and METEOR

BLEU is an algorithm for the evaluation machine translation output,
based on matching reference cooccurrence in N-grams. Here, N = 4

and BPBLEU= 1. ZS
pn = E T-’

BLEU = BPprpy * exp(— Z log p,).

n=1

METEOR is a metric for the evaluation machine translation output,
based on a F-mean score with precision Pand recall R.a=0.9, /=3
and Y= 0.5. P-R

Fmean - 9
a-P+(1-a) R
METEOR = F,p,,, - (1 — /(=)P).
U
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Japanese Corpus Needed

The question-answering system needs lots of
sophisticated question-answering corpora.
There are already large- scale English question
answer corpora available.

However, there are no large-scale Japanese
guestion-answer corpus. Therefore,

we need more Japanese question-

answering corpora.
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Machine Learning!!

A low-cost approach is needed for generating
guestion-answering corpus. Furthermore,
various types of question-answer corpora are
needed for each domain.

To make the index quickly, a machine learning
technique can be used for generating e

Extracting Candidate Sentences

Extracting candidate sentences using Support Vector Machine (SVM)
with Sudachi. The accuracy is 90.1%, and the precision is 41.4%.

Type SVM Human Target Sentence

v v REBOERIE, REBIETHS,
The head of Tokyo is the governor of Tokyo.

True

Positi " - " -
°°°°° v v | BEICH LT SEMAERICO > Y ETIB RREMBED & TS,
Crustal deformation is a phenomenon in which the crust moves very slowly relative to an earthquake.
v AHECAHNEBELREDERLGE, 12V T7HEQOI—XROFNAAY TEA FILIZESTWLS,
False A flow of course of Italian cuisine such as main dish such as fish dish and meat dish is subtitle.
Negative v | 1#Hs— 326 Bk,
1 Mega persec is 3.26 million light-years.
v 2012 EHRE. EREMLEERNFFRE L TIERS BREFFRENAFERAIATLS,
False As 0f 2012, the IERS standard meridian is used as the international prime meridian.
Positive - s s
v v HERBOBARBIRRBELTH S,
The decision-making body in Tokyo is the Tokyo Metropolitan Assembly.

YU KFZ - 82792 (Tundratown) EAHEOBY-ERELITIVT,
Tundratown, an area is where cold region animals live.

TAXRZ—DF7=A—YaVBREITI0OBFLERBLEDK, [ - RAb=1)=3] . [7F&
ZE0XE] ICRVWTELE3IEFEBTH D,

It was the third one in history, after "Toy Story 3" and "Anna and the Snow Queen" that broke through $ 1
billion in Disney's animated film.

* For Sudachi, analysing mode A, with the full version dictionary. For SVM, the kernel of SVM is RBF. The
parameters are "c=1000 -w0 10 -w1 1". Train data contains 5,000 sentences including 188 sentences chosen
manually by human. Test data contains 2,000 sentences.

True
Negative

. . . . Q o
guestion-answering pairs automatically. ®
TR g
It’s a challenge to generate ole ab
guestion sentences automatically. | © —
-

Learning Question Sentences

Attention Sequence to Sequence Model for learning to generate
qguestion sentences.

REHMD BERIE & TYH  <EOS>

[N R A B

o

RAEO BRE REA NE TH5 <E0S> HHEED BRI 3 TIH

* Referenced code: https://github.com/Gin04gh/nlp/blob/master/AttentionSeq2Seq.ipynb

PER and DER

Position independent word Error Rate (PER) is an evaluation metrics,
based on sentence similarity error.

2idi
2imi
Dependency Error Rate (DER) is one of metrics using a dependency
parser for evaluating Japanese fluency.

Zigi

2.

Where g means the number of dependency pairs in a generated
sentence, with matching reference dependency pairs in a correct

sentence, and f means the number of dependency pairs in a correct
sentence.

PER =1 -

DER =1 —

* ¢ means the number of words in both a generated sentence and a correct sentence, and # means the number of words in the generated sentence, with matching reference words in the correct sentence.
* S, 1s the number of N-grams in a generated sentence i with the matching reference cooccurrence in a correct sentence. 7; is the number of N-grams in a generated sentence i. BPy, -, means a penalty when a sentence is too shorter than a correct sentence.

Candidate sentence Generated question sentence Correct Sentence BLEU METEOR PER* DER* |Score

HREE #HREERZ.
TSEELCEENME] 258
TAHAXILBEEPLCEREEL
ETHY., 1972 FITHKIIL
T:ﬁ&iiﬁgﬁngﬁa
HRBEEYRANMIEBEIL HRRE AT ?

HABEELZ, BHELZE
Mgl #8535 XIEEE
PEREEDLTIMN?

=MEEET, 1
Wor.ld Heritage: The World What is the World Heritage | Is the world heritage a cultural 0275 0.353 0.273 0.182
Heritage are cultural heritage . . .
. . Site? heritage or natural heritage
and natural heritage which have . .
" . " having "Remarkable Universal
remarkable universal value, Value'™

and it refers to the property
registered in the World Heritage
list based on the World Heritage
Convention established in 1972.

HREE  HREEE, K

SRECEmESCRE S BRBES. £COBME
E% E: se = A B
na, ARAREERROZART BTRESHET b2

World Heritage Site: The World 0.156 0.309 0.375 0.200 O
Heritage Site is decided after
deliberation by the World
Heritage Committee which is an

intergovernmental committee.

Is the World Heritage a

government committee? Which deliberation is the World

Heritage decided after?

RR#l RRHAOERE, RRHOERZEMEVDNE

RR#MHMETH D, RRBOEREMTTM? ER AN )
Tokyo: The head of Tokyo is the | What is the head of Tokyo? What do you call the head of 0.181 0.366 0.600 (@ 0.300 2
governor of Tokyo. Tokyo?

pri-F it it A e MBIH LT, MBS
o Ry WEAMBICIIFMEHTIC [ TP 2 Y EThEIRR

<ﬁ§§ﬂi}ﬁ§§]tﬁb‘o ) ﬂtgb\i'ﬂ"ﬁ\" Eﬂ&m}z’s:b\q

Earthquake: A phenomenon in What does the earthquake say to | What do you call a phenomenon

which the CTUSL THOVES VETY | ohat to put out on the crust? that the crust moves very slowly
slowly against earthquake is )
against earthquakes?

pllegugius talde fORmRRl 10N - e s e

0325 0.526( 0.063 >_1

The average scores of evaluation results to 196
candidate sentences.

BLEU

METEOR
PER 0.388
DER 0.137

* BLEU score is 2-gram based. METEOR score did not employ WordNet. PER

0.095
0.235

KOFFE . (KA L1 | ANFFROFNL RN | KD TRD 12 B
(B - B EVSEE | FHEHTERTIA? [ L5 '
THd. What does the first as the prime | '~ (o0 . .
. e . 1 oes "Prime" of prime meridian
Prime meridian: "prime" means | of prime meridian mean to put

"the first and the first place". out? mean" "the first and the first
| | | | | | | | | | | | | | | | P lﬂ ? | | | | | | I

Here, CaboCha is employed for dependency parser. The following
example includes chunks and tokens. Chunks are underlined.

Parsed sentence:

TRR#MOERIE. REHBNETHD, |
(The head of Tokyo is the governor of Tokyo. )

Dependency pairs:

B3R (Tokyo) - &R (city)

#R (city) -> @ (of)

R IEHERD (of Tokyo city) > BERIE. (The head,)

B & (head) - & <subject>

[& <subject> 2. ()

B&lE, (The head,) S> EEIHBTH A, (is the governor of Tokyo.)

B R (Tokyo) - #R4NZE (the governor of Tokyo)

#RENZE (the governor of Toyo) > T (is)
T (is) > 5 (is)
» % (is) > . ()

Conclusion

Discussion

* Japanese question sentences are generated
from labeled corpus.

e Extracting candidate sentences is high accuracy
90% using SVM. However, Generating question
sentences is still low scores in each metric.

* DER is reasonable metric, because DER has
larger reduction rate than PER to grammatical
error. Also, DER shows a average score.

* Hence, further research to increase generating
accuracy and detect answers is necessary with
other examples and machine learning models.

ELTRS boRRAR
Tk <  gn- >
ELEh, BMEOEEE L%g%g%gggf%t
BERELTYI7UNR—9 | KhDEHMZEPRDELT, 7Kq:0)§]%§ll§tb'c'£&
CERHNE. REE. 7 | BEOY I 7 U -y [ AT OHAERMS LK
TRBEENH D, BEBMEATLEN? 7;)\,, = =

Zoo: The ones that keep mainly '

with animals underwater are | Mainly underwater animals, are In general, Whét are especially
those keep mainly underwater

animals against zoos keep
mainly land animals?

0.382 0.214 %

considered to be particularly | safari parks of the form mobile

aquariums, and special forms of | zoos?

zoos include safari parks,

mobile zoos, bird gardens, bear
S RN O T BN BN BN BN I B I A A e

BEX: EAEDOESDL
E. BFROBRENED S
h, XKEXFTEERZORE
FHREICE-THEREEE
EHIEL, 1947 FREPOME
BiZICk-T TEREH#)
EMEHR) EXPWAE | ESOLLEOEFORES

NEE| O=ZKRAZHEL | KBEAFEEFEEZELTWET AAEEENBE SN0
L=, n? liﬂﬂit‘é’ﬁ\" =
Japan: Under the direction of the '

Allied Powers, reform of the | Does the Constitution of the What year was the Constitution
of Japan enforced?

national system was promoted, | Japan Imperial Empire reform
the Constitution of Japan was | the national system under the
enacted by the amendment | directive?

procedure of the Constitution of
the Japan Imperial Empire, and
the Constitution which came
into effect in 1947, entitled
National Sovereignty, Pacifism,

*PER* =1 - PER, and DER* is 1 — DER.

For qualitative evaluation, the generated
sentences have grammatical errors and

unnatural particles in Japanese.
\ Y/

\“ Alblue boxed|sentence is scored good in

each metric without DER.

Alred boxed|sentence is scored wrong in
each metric without DER.

Score is calculated by counting good square (+1)
and wrong square (-1) for each sentence
without DER. Then, DER is fit to Score.

What is JQAC Library?

Japanese Question-Answering Corpus (JQAC) is
a dataset, consisting of question-answering
pairs, which is manually made by university
students on a set of Japanese Wikipedia articles

and some public documents.
(distributed under the CC BY-SA 4.0 license):

[=]5; 3, [=]
[=]

JQAC Library. (2018). Japanese Question-
Answering Corpus.
https://taniokah.github.10/jqac/




