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What’s the goal?
Question-answering pairs are needed for a lot of 
question-answering and chatbot systems. 
Because those systems are based on search 
engine. 
If many and high-quality question-answering 
pairs are indexed on the search engine, the 
question-answering system is expected to make 
a response to users.

Japanese Corpus Needed
The question-answering system needs lots of 
sophisticated question-answering corpora. 
There are already large- scale English question 
answer corpora available.
However, there are no large-scale Japanese 
question-answer corpus. Therefore, 
we need more Japanese question-
answering corpora.

Machine Learning!!
A low-cost approach is needed for generating 
question-answering corpus. Furthermore, 
various types of question-answer corpora are 
needed for each domain. 
To make the index quickly, a machine learning 
technique can be used for generating 
question-answering pairs automatically.

Preparing Question-Answering Pairs
Step 1. Choose a category in the following 10 categories.
Step 2. Choose 10 topics in the category.
Step 3. Make 6 types of questions in each topic. 
Step 4. Describe 1 or more answers for each question. 

Total 
Questions: 1,018

Answers: 1,101

Extracting Candidate Sentences
Extracting candidate sentences using Support Vector Machine (SVM) 
with Sudachi. The accuracy is 90.1%, and the precision is 41.4%. 

Learning Question Sentences
Attention Sequence to Sequence Model for learning to generate 
question sentences.

BLEU and METEOR
BLEU is an algorithm for the evaluation machine translation output, 
based on matching reference cooccurrence in N-grams. Here, N = 4 
and BPBLEU = 1.

METEOR is a metric for the evaluation machine translation output, 
based on a F-mean score with precision P and recall R. α = 0.9, β = 3 
and γ = 0.5. 

PER and DER
Position independent word Error Rate (PER) is an evaluation metrics,  
based on sentence similarity error.

Dependency Error Rate (DER) is one of metrics using a dependency 
parser for evaluating Japanese fluency.

Where g means the number of dependency pairs in a generated 
sentence, with matching reference dependency pairs in a correct 
sentence, and f means the number of dependency pairs in a correct 
sentence.

Here, CaboCha is employed for dependency parser. The following 
example includes chunks and tokens. Chunks are underlined.

• Japanese question sentences are generated 
from labeled corpus. 
•Extracting candidate sentences is high accuracy 

90% using SVM. However, Generating question 
sentences is still low scores in each metric.
•DER is reasonable metric, because DER has 

larger reduction rate than PER to grammatical 
error. Also, DER shows a average score. 
•Hence, further research to increase generating 

accuracy and detect answers is necessary with 
other examples and machine learning models.

The average scores of evaluation results to 196 
candidate sentences.

What is JQAC Library?
Japanese Question-Answering Corpus (JQAC) is 
a dataset, consisting of question-answering 
pairs, which is manually made by university 
students on a set of Japanese Wikipedia articles 
and some public documents. 
(distributed under the CC BY-SA 4.0 license):
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* For Sudachi, analysing mode A, with the full version dictionary. For SVM, the kernel of SVM is RBF. The 
parameters are "c=1000 -w0 10 -w1 1". Train data contains 5,000 sentences including 188 sentences chosen 
manually by human. Test data contains 2,000 sentences. * Referenced code: https://github.com/Gin04gh/nlp/blob/master/AttentionSeq2Seq.ipynb 

Approach

Introduction

Evaluation

Discussion

It’s a challenge to generate 
question sentences automatically.

JQAC Library. (2018). Japanese Question-
Answering Corpus. 
https://taniokah.github.io/jqac/ 

Conclusion

Metrics Score
BLEU 0.095
METEOR 0.235
PER 0.388
DER 0.137

* BLEU score is 2-gram based. METEOR score did not employ WordNet. PER 

* c means the number of words in both a generated sentence and a correct sentence, and u means the number of words in the generated sentence, with matching reference words in the correct sentence. 
* Si is the number of N-grams in a generated sentence i with the matching reference cooccurrence in a correct sentence. Ti is the number of N-grams in a generated sentence i. BPBLEU means a penalty when a sentence is too shorter than a correct sentence. 

For qualitative evaluation, the generated 
sentences have grammatical errors and 
unnatural particles in Japanese. 

A blue boxed sentence is scored good in 
each metric without DER.
A red boxed sentence is scored wrong in 
each metric without DER.

Score is calculated by counting good square (+1) 
and wrong square (-1) for each sentence 
without DER. Then, DER is fit to Score.
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* PER* = 1 – PER, and DER* is 1 – DER.

* *


